Summary

The growth in therapeutic choices for many conditions has sparked interest in evaluating the comparative effectiveness of these alternatives. While randomized clinical trials (RCT) can provide high quality of evidence, non-interventional studies can provide data to fill the evidence gaps left by clinical trials, including providing information on subgroups of special interest, broader populations, certain conditions, treatment combinations and sequences, and understanding the effectiveness of actual use. However, methodological challenges for analysis and the interpretation of results, as well as the lack of accepted principles to assess quality have limited the practical use of observational research.

The GRACE principles describe a hierarchy of evidence for observational research on comparative effectiveness that can be used by decision-makers, as well as key elements of good practice including defining research questions and methods a priori; collecting valid, clinically relevant data; analyzing, interpreting and reporting data, including sensitivity analyses and alternative explanations for findings; and conducting these studies in accordance with accepted good practices. This living document is formed as three groups of questions that can be used to evaluate studies; it also provides guidance about what constitutes higher quality in terms of the accuracy of information generated and how to evaluate areas of uncertainty. No scoring system is provided or encouraged, since interpretation of these studies requires weighing all available evidence, tempered by judgment of their applicability to routine care.

Introduction

Comparative effectiveness (CE) has been defined as generating “the conduct and synthesis of research comparing the benefits and harms of different interventions and strategies to prevent, diagnose, treat and monitor health conditions in ‘real world’ settings.” In this context, interventions can refer to the use of medical treatments,
including drugs, devices, and procedures. CE research is needed to support treatment decisions by patients and physicians as to what therapy to use, to guide formulary decisions, and to inform coverage policy decisions by payers.

It is widely accepted that the strongest form of evidence for the assessment of CE comes from randomized clinical trials (RCT). Non-randomized studies have been relegated to lower tiers in commonly used hierarchies of evidence, largely because of their heterogeneity, the potential for bias in the results, and the challenges involved in their conduct and interpretation. However, these traditional evidence hierarchies were created primarily for the purpose of evaluating studies of the intended effect of a treatment. It has been argued that a different hierarchy of evidence is needed for evaluating studies that seek to explain how well therapies work in various subgroups. RCTs, as they are commonly implemented, are often limited in their ability to ascertain the effectiveness of healthcare products and services as they are actually used in the real world. For example, observed effectiveness depends in large part on the complex decision-making process of clinicians selecting therapies, decisions to stop or switch treatments based on tolerability, and so forth. Effectiveness also depends on the decisions and actions of patients, including whether they accept a course of therapy, how well a treatment is tolerated, the use of concomitant therapies, or treatment compliance once initiated. The impact of these issues on effectiveness may be difficult or impractical to assess in a traditional RCT, in which treatment assignments are protocol-driven and full compliance is assumed or actively monitored. RCTs may also be limited in situations where treatments or treatment practices are changing rapidly or where real-world use is broader than the types of patients that are typically accessible for and agreeable to a clinical trial. In addition, evaluations of long-term or sustained effectiveness of a specific therapy, which may change based on changes in tolerance and disease status, are generally not feasible under the typical time constraints of an RCT.

Awareness of these issues has sparked interest in more inclusive designs to evaluate the effectiveness of treatments for broader segments of the population. The value of observational research models in these settings is appreciated by many regulatory and advisory bodies involved in healthcare resource decision-making, but the methodological challenges must be addressed to facilitate meaningful analyses and reliable interpretations.

The methodological challenges in observational studies of CE primarily stem from the lack of randomization to treatment. This lack of randomization leads to concern about bias (systematic error) and confounding (a mixing of effects). A considerable amount of control over the potential for bias and confounding may be obtained in an observational CE study by design (exclusion, matching, or restricting the study groups to new drug users) and/or by analysis (restriction, stratification or mathematical modeling). However, sometimes the lack of clarity about the exact methodologies used, and the on-going debates as to best methods within the field lead to concern that the results are not valid.

Existing good practice guidance, like ISPE’s Good Pharmacoepidemiology Practice, and ISPOR’s good research practices for CE, provide broad, high-level guidance for conduct
and reporting, but do not focus on the evaluation of comparative effectiveness. The GRACE Principles set out to bridge that gap. These principles are offered in the form of a set of guided questions that may be useful as a high-level guide to evaluating good practices for observational studies of CE and are designed primarily for those who need to evaluate the rigor of such studies to inform decision-making regarding therapeutic alternatives, although they also may be useful for those who conduct these studies. These principles are consistent with good pharmacoepidemiologic practice, the Agency for Healthcare Research and Quality (AHRQ) handbook on Registries for Evaluating Patient Outcomes, ENCePP guidelines, and the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) guidelines for reporting observational studies. These principles also should be useful for those performing CE reviews, following either the Cochrane principles or the AHRQ Guide for conducting comparative effectiveness reviews. These principles have been introduced elsewhere; this document provides a more complete exposition on the introductory principles.

The GRACE principles, by themselves, are not sufficient to instruct the design, analysis and interpretation of comparative effectiveness research. Additional work needs to be conducted to guide the development of appropriate study designs for specific research questions, analytic strategies, and choice of data sets. The reader is encouraged to consult the literature and textbooks in epidemiology and outcomes research, and to participate in the International Society of Pharmacoepidemiology (www.pharmacoepi.org) and International Society of Pharmacoeconomics and Outcomes Research (www.ispor.org) to keep abreast of new developments in this field.

Good Research Practice for Observational Studies of Comparative Effectiveness

I. Was the study plan specified in advance of conducting the study?

A research plan should be developed before starting the study. The study plan should include clinically meaningful outcome measures that will assist patients and health professionals with treatment decisions or policy-makers with decisions about allocations of resources. This process describes key constructs that, in an ideal world, should be specified and evaluated. The study plan should be sufficiently detailed to allow replication of methodology. The following elements should be addressed:

1) The main purpose of the study, key research questions and target study population should be described.

Defining the research question/problem, including goals and objectives, at the outset of the study provides the context for structured data collection and a focused analysis plan. Objectives should describe the main patient population, outcome measures of interest, as well as the intended comparisons over a follow-up duration.

To the extent feasible, it is desirable to consider focusing CE studies on new users of the treatments of interest (also known as inception cohorts that only include people who have never been treated the medical intervention of interest). These cohorts are more likely to
provide a complete picture of the full benefits and risks of using new treatments, since this design avoids the “healthy user” effect that can result from studying people who are not new users.\textsuperscript{16} It is quite acceptable to include a broad range of patients to the extent affordable in order to enhance the information yield and generalizability of study results.

2) The diseases/conditions, comparators, treatment regimens, and the patient population of interest should be clearly defined, with consideration of the following:

a. Diseases/conditions – diagnostic certainty, severity, time since diagnosis, significant co-morbidities, treatment history, etc.

b. Comparators – comparison with one or many? Good CE research generally reflects the complexities of interventions as used in real practice settings. Comparisons to a number of real-world alternatives are generally preferable to a single comparator. Also consider to what extent the treatment and its therapeutic alternatives are already in use in the target population in sufficient numbers for meaningful analysis and interpretation.

c. Treatment regimens – for each comparator, consider the brand, dosage, method of delivery, duration of use, whether for a labeled indication, therapeutic alternatives currently in use, the likelihood that the necessary information will be accurately recorded and accessible, etc.

d. Patient characteristics – age, sex, ethnicity, socioeconomic status, geography, access to medical attention (e.g., health insurance coverage), opportunity to be prescribed all of the medications that are being compared if their healthcare provider wanted to prescribe them, etc.

3) Measurement of effectiveness, safety and tolerability should be defined.

The outcome measure (endpoint) should be clearly stated, clinically meaningful, and appropriate for measuring effectiveness. The study plan should include clinically meaningful outcome measures that will assist health professionals and patients with treatment decisions, or policy-makers with decisions about allocations of resources. For example, differences in survival after invasive diagnostic procedures for acute myocardial infarction could be used to justify increasing the availability of cardiac catheterization labs,\textsuperscript{17} whereas decreases in a biomarker may not affect the risk of development of clinically apparent disease. Straightforward clinical outcomes are preferable to intermediate and composite endpoints; however, intermediate endpoints can be useful when there are good data that link the intermediate and long-term outcomes, and studying the long-term outcome is not feasible due to time or cost constraints.\textsuperscript{18} It is important that outcomes are meaningful and valid for all comparators, regardless of the intervention’s mechanism of action. This is especially important to consider when using surrogate markers of effectiveness (e.g., bone density as a surrogate for fracture).

Quantitative measurements of outcomes that are standardized, reproducible, and independently verifiable are preferable to clinical impressions and/or other measurements.
that have not been validated or have substantial inter-observer variation, as long as those measurements are clinically important or are validated surrogate measures.

The method for estimating CE for the main objectives should be described, e.g., relative risk or risk difference. Although CE research usually entails a set of analyses that are adapted according to the patterns of data observed, the approach of specifying the main comparisons and analytic methods at the outset of a study will help assure skeptics that comparisons were not conducted iteratively until one was found to support a preconceived conclusion.

4) The intended study size should be described including a description of how that size was determined, what specific assumptions are being made, and how well these assumptions are supported?

II. Was the study conducted, analyzed, and reported in a manner consistent with good practice, and reported in enough detail for evaluation and replication?

All studies of CE should be conducted and reported in a fashion that makes the methods and practices clear. Consider the following:

1) How were the data collected or assembled, what checks were used to assure their validity, and were important data missing?

Primary data collection and secondary data used or collected for another purpose each have strengths and limitations that should be considered in the context of the study objectives. Both primary collection of data, i.e., data that are collected specifically for the purposes of the study, and secondary use of data, i.e., data that were collected for other purposes (such as administrative claims data and medical (health) records) require an understanding of how the data were collected, enrollment and coverage factors, pathways to care, quality assurance, other factors that may have affected the quality of the data and the validity of conclusions that may be drawn from their analysis.

Many of the methods that assure good clinical practice for RCTs are appropriate for observational studies of CE. A main difference, however, is the trade-off between resources that are appropriate to devote to internal validity as compared with external validity. Whereas on-site monitoring to assure data quality is common for most, if not all, sites and patients in an RCT, observational CE studies generally have more sites and patients, and longer follow-up. Consequently, a larger proportion of budget is devoted to scope and duration in an effort to enhance broad generalizability which improves external validity, and less of the budget is devoted to individual data quality, which may diminish internal validity. Were budgetary constraints not a practical reality, this trade-off would not be required.

For prospective, primary data collection, studies should be designed to avoid affecting treatment patterns by creating an incentive for physicians to prescribe
certain treatments to fill study recruitment quotas, and study procedures should not be overly burdensome on patients or physicians. To the extent feasible, scales and measures for patient-reported outcomes should have been validated in populations similar to those under study and for similar methods of administration whenever possible. It is important to identify off-label use and treatments that may be used outside of their indication and to consider the feasibility of collecting data on these uses. For direct data collection, as an example, it can be difficult to recruit physicians prescribing a medication off-label without risking the appearance of promoting off-label use.

When using secondary data, a strong understanding of the data source and how the data were collected is essential and will help minimize errors in interpretation. For example, billing codes may not be reflective of the actual clinical condition, may be recorded inaccurately (e.g., coding errors), imprecisely (e.g., DRGs), inconsistently, and/or under different constraints (e.g., one intervention might have been subject to pharmacy prescription limits, such as for migraine medicines).

Although all studies have missing data, some data related to exposures or outcomes of interest may be systematically missing (not at random). Some information may not be available in retrospectively collected data because the treatment or outcome of interest is not reimbursed by health insurance, is not accurately or completely recorded in sufficient detail for meaningful interpretation, or may be so sensitive that treatments are sought outside of the health system (e.g., treatment for drug addiction). Similarly, some drugs like IV antibiotics may not be recorded in prescription billing systems because they are dispensed in the doctor’s office and are not distributed to patients through the pharmacy. Also, retrospective data rarely include information on over-the-counter products, although those products which may be important confounders. For both retrospectively and prospectively collected data, the accuracy and validity of the information on sensitive topics from the patient’s perspective also must be considered (e.g., self-reported substance abuse or medication sharing) given patients may be reluctant to be truthful.

Whatever method of data collection is used, it is important to evaluate the patients actually selected for study (or enrolled) to determine how they compare to the target population in order to provide a clear context for evaluation of study findings.

2) Were the data analyzed by comparing patients who were similar in the characteristics that would have caused them to receive the treatment, and in their likelihood of benefiting from the treatment?

Patients should be analyzed in meaningful subgroups whenever patients who receive one treatment are believed to have a different baseline prognosis for the outcome of interest compared to patients who receive a comparator treatment to reduce the potential for confounding (e.g., patients with more severe/advanced disease generally have worse outcomes regardless of the therapy they receive). Such analytical techniques that should be used include conducting stratified analyses, creating
matched cohorts using propensity scores,\textsuperscript{24} adjusting for prior events rates,\textsuperscript{25} and using instrumental variables.\textsuperscript{26}

Intent-to-treat analyses can be used to assess prescribing practices, it is also important to examine actual use to the extent possible, including any means that can be used to quantify adherence and compliance.

3) Were alternative explanations for the findings considered and evaluated in terms of the potential impact on study interpretation?

Accurate interpretation depends on understanding the extent to which bias (stemming from factors that are related both to the decision to treat and to the outcome(s) of interest) may have distorted the results. Various types of bias to consider include the following:

- **Selection bias** refers to systematic differences among the groups being compared that arise from self-selection or physician-directed selection of treatments, or association of treatment assignments with other characteristics such as education, ethnicity, age, access to healthcare, etc.\textsuperscript{12} Selective prescribing, or confounding by indication, describes the situation in which people with more severe forms of the disease/condition, or those who are resistant to other treatments, are more likely to receive newer treatments.

- **Misclassification** occurs when an exposure or outcome is incorrect or missing. Misclassification of drug exposure can result from the patient’s incorrect recall of dose or poor adherence or treatment compliance. Studies using data sources that track prescription fills and refills are particularly vulnerable for treatments used on an as-needed basis (e.g., migraine medications) and for treatments dispensed in liquid or inhalable forms.\textsuperscript{27}

- **Detection bias**\textsuperscript{28} applies to situations in which comparison groups are assessed at different points in time or using different methods or by assessors who may have knowledge of which treatment was used. Quantitative evaluations of outcomes that are standardized, reproducible, and independently verifiable are preferable to clinical impressions and/or other measurements that have not been validated or were not validated in the target study population.

- **Performance bias** refers to systematic differences in care other than the intervention under study. This bias often refers to differences that might affect adherence or persistence, or health practices such as diet, exercise, and smoking cessation. For example, a public health initiative promoting healthy lifestyles might be directed only at patients who have received one class of medical treatments, and the initiative, not the treatment, could be responsible for an observed benefit.
• **Attrition** refers to selective loss to follow-up. For example, if patients generally stop using a treatment with poor effectiveness but a small group of responders continue treatment, then the treatment could appear to have been more effective than it actually was. The effect of attrition can be addressed by characterizing those who drop out of studies, at what point, and why.\(^{21}\)

Sensitivity analyses can provide a framework for evaluating the extent to which assumptions and common sources of bias may have explained any apparent differential effectiveness.

### III. How valid is the interpretation of CE for the population of interest?

The main challenge for non-interventional studies of CE is to identify and disentangle systematic choices in prescribing that are related to the outcomes of interest. Various patient factors can lead to confounding (mixing of effects) of the estimated association between the treatment and outcome. A hierarchy of evidence can be applied to observational studies of CE to identify the situations which provide stronger evidence of quality, as well as other situations which may contribute useful information. The evidence hierarchy shown below is ranked according to the quality of evidence:

- **Highest quality of evidence** -- Determinants of treatment are not related to determinants of outcomes.

  Treatment decisions are largely driven by reimbursements, such as different insurance plan formularies, rather than by patient characteristics or physician preferences. This situation enables an observational study to achieve an unbiased balance between comparisons groups because, in the previous example, choice of insurance (or residence, for national insurance plans) is generally unrelated to formulary decisions and treatment outcomes.

- **Middle quality of evidence** -- No consistent determinants of treatment, or determinants of treatments are largely known, or the risk of toxicity from treatment is unlikely to be related to the outcome(s) of interest.

  Clinical equipoise occurs when a variety of treatments are frequently used and there is no good evidence for one treatment over another. Evidence for clinical equipoise might come from journal debates about how a patient should be treated, as an example. Strongly held, widely differing recommendations would signal that there is little evidence to support one treatment over another.

  In other situations, a reliable understanding of the factors that drive physician treatment preferences exists and treatment determinants are independent of patient characteristics. In these situations, physicians always (or almost always) use the same product (e.g., anesthesia) and same course of treatment or same surgical approach. The experience of patients treated by physicians with differing strong, consistent practice patterns for these types of treatments could be compared,
although there still may be the opportunity for systematic error, e.g., high volume specialist generally have better outcomes than less experienced physicians.\textsuperscript{29, 30}

In some other situations, the risk of toxicity is known to be associated with a factor that drives prescribing patterns, but that risk factor appears to be unlikely to be related to the outcomes of interest. For example, warfarin is prescribed as an anticoagulant based on strict, widely used treatment guidelines to limit the risk of bleeding (e.g., ulcers). A study of stroke in patients on and off warfarin would provide meaningful evidence of CE if the only reason patients are not prescribed warfarin is because of a contraindication (ulcers) unrelated to the outcome of interest (stroke). The strength of this level of evidence depends on the likelihood that the determinants of treatment are truly unrelated to the outcomes of interest.

- Lower or indeterminate evidence quality -- Confounding and bias are likely to be present, but little relevant evidence is available

The lower quality level is reserved for those situations where the physician prescribing patterns for the treatment being compared have not been adequately described or a non-interventional CE study may reduce some uncertainty and provide some useful information, at an affordable cost, but it is difficult to understand to what extent unknown confounding factors could have artificially inflated the apparent relative benefit of one treatment compared to another. A particular challenge is the study of newly marketed drugs where there is substantial likelihood that new users will be either treatment resistant, or sicker than others, since stable patients do not usually change treatments. There are still some substantial advantages for observational studies, such as comparisons of surgical versus medical treatments, where RCTs tend to overestimate the real benefits achievable in routine clinical practice because of the technical expertise of surgeons in trials, and the rapid onset of treatment.\textsuperscript{17}

There are other areas in which there are no randomized, head-to-head trials--pragmatic or otherwise – and any observational data derived from relatively rigorous studies with reasonable end-points and follow-up time should be considered. Consider autism for example. Like attention deficit disorder and other conditions in children, there is little research available about treatment effectiveness and great need for information.

Generally, unless an effect is observed that is much larger than would be expected or larger than could be explained by bias, it is unlikely that the study will contribute meaningfully to clinical decision-making. Although there is no unanimity about how large a relative benefit (e.g., relative risk of benefitting from a treatment) needs to be in order to be worthy of serious consideration as evidence for decision-making, some suggest that “as-treated” analyses showing a doubling in benefit or better should be given serious consideration.\textsuperscript{25} However, some may set the bar as high as a five-fold benefit, which may be more useful for safety than for comparative effectiveness.\textsuperscript{25}
Conclusion

It is important to place information about CE into the public domain whenever possible, since it is important to add to the body of evidence that can be used to support decision-making to support informative therapeutic choices. The intent of the GRACE principles is to provide guidance for the execution and evaluation of observational studies of CE to enable decision-makers and other evaluators to be able to distinguish high-quality research.

It may be useful to report the results of observational studies of CE in the context of how well they support existing clinical trials data. However, when the results of observational CE studies are not consistent with those of RCTs, especially when subgroups not studied in RCTs are included in the observational studies, it is not clear which interpretations are correct and which are not. Reporting observational CE studies, however they may be judged, may contribute to a better clinical and biological understanding of the disease, either by confirmation in a more targeted RCT or through advances in basic science.
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